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CIMA Project GoalsCIMA Project Goals
Project supported by the NSF Middleware Initiative to:Project supported by the NSF Middleware Initiative to:

Integrate instruments and sensorsIntegrate instruments and sensors as realas real--time data sources time data sources 
into grid computing environmentsinto grid computing environments through a Service Oriented through a Service Oriented 
ArchitectureArchitecture
•• Improve accessibility and throughput in instrumentation Improve accessibility and throughput in instrumentation 

investmentsinvestments
•• Promote sharing across institutions and disciplinesPromote sharing across institutions and disciplines

Develop a methodology for describing instrument capabilities Develop a methodology for describing instrument capabilities 
and functionsand functions and embedding these in the hardware toand embedding these in the hardware to improve improve 
flexibility and lifetime of data acquisition and analysis flexibility and lifetime of data acquisition and analysis 
applicationsapplications
•• Towards a Semantic Web for instruments and sensors?Towards a Semantic Web for instruments and sensors?

Move production of metadata as close to instruments as possibleMove production of metadata as close to instruments as possible
and facilitate the automatic production of metadataand facilitate the automatic production of metadata
•• Improve data management, provenance and reuseImprove data management, provenance and reuse



CIMA ComponentsCIMA Components
Service architectureService architecture
•• Instrument representative (IR) code (deviceInstrument representative (IR) code (device independent)independent)
•• Drivers (PlugDrivers (Plug--ins, device dependent)ins, device dependent)
•• Service life cycle, high level protocol, communications, self Service life cycle, high level protocol, communications, self 

description, discovery, securitydescription, discovery, security
•• Proxy serviceProxy service and embeddable codeand embeddable code
•• Client coding practicesClient coding practices

Communications protocolCommunications protocol
•• Transport neutralTransport neutral
•• Standards basedStandards based
•• Support for synchronous and asynchronous interactions between Support for synchronous and asynchronous interactions between 

client and IRclient and IR

InstrumentInstrument and sensor descriptionand sensor description
•• OntologyOntology--based with static and dynamic informationbased with static and dynamic information
•• Clients should be able to build functional model from descriptioClients should be able to build functional model from descriptionn
•• Description instance development parallels plugDescription instance development parallels plug--in developmentin development
•• Ontology should be extensible as a community effortOntology should be extensible as a community effort
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Design ConsiderationsDesign Considerations
Prefer IPPrefer IP--accessible devices (IPv4 or v6) but support bridging to accessible devices (IPv4 or v6) but support bridging to 
other buses and interconnects such as other buses and interconnects such as ZigBeeZigBee, Motes RF protocol, , Motes RF protocol, 
RF modems, RF modems, CANBusCANBus, tin cans and string, tin cans and string
Use Use ““well knownwell known”” transport protocolstransport protocols
•• SOAP over HTTP/S (doc/literal encoding)SOAP over HTTP/S (doc/literal encoding)

But support alternatives and extensionsBut support alternatives and extensions
•• Additional WSAdditional WS--XX layered specslayered specs
•• Alternative message transports: JMS, Alternative message transports: JMS, NaradaBrokeringNaradaBrokering, , Antelope, IBM Antelope, IBM 

MQ, Jabber, etc.MQ, Jabber, etc.
•• Unreliable or intermittent connectivity (DTN2, message persistenUnreliable or intermittent connectivity (DTN2, message persistence in ce in 

aboveabove messaging services)messaging services)

Prefer Prefer ““proxyproxy”” approach toapproach to CIMA service implementation for richer CIMA service implementation for richer 
capabilitiescapabilities set and less impact on existing instrumentsset and less impact on existing instruments
•• Service is implemented on a separate PC or controller that is diService is implemented on a separate PC or controller that is directly rectly 

or indirectly interfaced to the instrumentor indirectly interfaced to the instrument

But support embedded systems through C++But support embedded systems through C++/gSoap /gSoap versionversion
Location and cooperative use of instruments at the semantic leveLocation and cooperative use of instruments at the semantic levell
Integration with emerging Grid Computing standards for SOA Integration with emerging Grid Computing standards for SOA 
(primarily WS(primarily WS--RF)RF)



CIMA Reference CIMA Reference 
Implementation ApplicationsImplementation Applications

Synchrotron XSynchrotron X--Ray crystallographyRay crystallography
•• Argonne APS ChemMatCARS & DNDArgonne APS ChemMatCARS & DND--CATCAT
•• Also lab systems throughAlso lab systems through CrystalGrid (global CrystalGrid (global 

networknetwork of crystallography labs)of crystallography labs)

TOFTOF--MSMS
•• Identification ofIdentification of

proteins and otherproteins and other
macromoleculesmacromolecules

Robotic telescopesRobotic telescopes
•• Star variabilityStar variability
•• Looking forLooking for killer asteroids?killer asteroids?

Sensor networksSensor networks
•• Ecological observation (LTER lake buoys)Ecological observation (LTER lake buoys)
•• Crossbow MOTE sensor packageCrossbow MOTE sensor package
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Instrument description and metadataInstrument description and metadata

Physical and logical attributes of the hardware Physical and logical attributes of the hardware 
and data produced by itand data produced by it

Maps sensors and actuators defined in PlugMaps sensors and actuators defined in Plug--ins to ins to 
the semantics of control functionsthe semantics of control functions and data and data 
outputs of the instrumentoutputs of the instrument

Applications can query the instrument description Applications can query the instrument description 
to build an operational model of the instrument to build an operational model of the instrument 
on the fly (W3C RDQL, Seaborne)on the fly (W3C RDQL, Seaborne)

Description instance based on ontology which can Description instance based on ontology which can 
be implemented as OWLbe implemented as OWL--DL (possibly plain XML DL (possibly plain XML 
as well)as well)



Instrument description (Instrument description (concon’’tt))

Ontology in OWLOntology in OWL--DLDL
•• Description logic form allows for consistency checking at Description logic form allows for consistency checking at 

the semantic level, future application in machine the semantic level, future application in machine 
reasoning (at least predicate logic)reasoning (at least predicate logic)

Provides classes and properties forProvides classes and properties for
•• Identifying the instrument or sensorIdentifying the instrument or sensor
•• Physical location (Physical location (e.g. e.g. geospatial geospatial coordscoords.).)
•• Service location in communications space (URI)Service location in communications space (URI)
•• Instrument characteristicsInstrument characteristics

Names of data produced (observables, phenomena, units, Names of data produced (observables, phenomena, units, 
derived or base, derivation formulae as derived or base, derivation formulae as λλ//functional functional 
programs)programs)
Shapes and types (scalar, array, integer, floating point, Shapes and types (scalar, array, integer, floating point, 
etc. using XML data types)etc. using XML data types)
Response model (accuracy, resolution, dynamic range, Response model (accuracy, resolution, dynamic range, 
sampling frequency)sampling frequency)
How to acquire the data (WSDL+Parcel <How to acquire the data (WSDL+Parcel <--> observable > observable 
mapping)mapping)



W
S

 In
te

rfa
ce

Channel
(Sink)

User app 
main

program

User application

Service main

Plug-in
Module

#1

Sensor

Channel
(Source)

W
eb

 S
er

vi
ce

s 
In

te
rfa

ce

CIMA instrument service

Actuator

Plug-in
Module
#2, etc.

…

(7) Streaming Data

(6) Response with Data

(3) Request

(5) Sensor 
Data

Actuator
command

(4)

(2) Session token

(1) Session Request

1. Session request Parcel with credentials
2. Session token returned to client

3. Request Parcel from client: describe, get, set,
register, etc. plus session token

4. Channel calls appropriate plug-in
for request type and data source

5. Plug-in retrieves data or runs actuator
6. Response Parcel is returned to client (data

or result code)

7. If Client registers for event or streaming data 
Service calls client periodically or when data
is available (timer or event-driven from plug-in)

Session token returned to client
Session request Parcel with credentials  

Request Parcel from client: describe, get, set,
register, etc. plus session token
Channel calls appropriate plug-in
for request type and data source
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CIMA Channel ProtocolCIMA Channel Protocol
Simple WebSimple Web Services interface: One endpoint at instrument, Services interface: One endpoint at instrument, 
zero or one at client, both are String typezero or one at client, both are String type

SOAP payload is a SOAP payload is a ParcelParcel XML document or fragment; XML document or fragment; RESTREST--
like protocol using document oriented SOAP messages like protocol using document oriented SOAP messages 
((ParcelsParcels): ): describe, register, get, setdescribe, register, get, set

Additional layered specifications can be addedAdditional layered specifications can be added as needed, as needed, 
e.g.e.g. WSWS--Security, WSSecurity, WS--Addressing Addressing ……

Protocol can be extended by versioning the parcel schema Protocol can be extended by versioning the parcel schema 
without modification to older clients or instrument serviceswithout modification to older clients or instrument services

Clients can requestClients can request data on multiple streams at different data on multiple streams at different 
rates; rates; One instrument service supports multiple clientsOne instrument service supports multiple clients

Performance can be augmented through use ofPerformance can be augmented through use of Binary XML or Binary XML or 
gzip gzip compression; noncompression; non--HTTP/nonHTTP/non--IP transports also possibleIP transports also possible



Parcel data structureParcel data structure
Web Services interfaces are very simple: receive Web Services interfaces are very simple: receive 
and send and send ParcelParcel XML docsXML docs
Protocol is in the ParcelProtocol is in the Parcel schema, not in the WSDL schema, not in the WSDL 
so Web Services is not a requirementso Web Services is not a requirement
Parcels are small XML documents that containParcels are small XML documents that contain
•• Header information about the requested operation and Header information about the requested operation and 

reply destination, andreply destination, and
•• Body Body containing request parameters, reply detail containing request parameters, reply detail 

(actuator status or sensor data information, metadata)(actuator status or sensor data information, metadata)

ProducerProducer--> intermediary> intermediary--> consumer model > consumer model 
needs needs ““routableroutable”” structures that intermediaries structures that intermediaries 
can forward without completelycan forward without completely parsingparsing
Suitable for resource constrained wireless sensor Suitable for resource constrained wireless sensor 
networks and source routing protocolsnetworks and source routing protocols



SecuritySecurity (SOAP/HTTP)(SOAP/HTTP)
Line level security throughLine level security through SSL (HTTPS)SSL (HTTPS)
Additional security available through WSAdditional security available through WS--
Security or other SOAP message encryption Security or other SOAP message encryption 
schemesschemes
Works through firewalls that allow HTTP or Works through firewalls that allow HTTP or 
HTTPSHTTPS
Access controlAccess control
•• Authentication by userAuthentication by user--provided credentials and provided credentials and 

pluggable pluggable authN authN modules to set upmodules to set up sessionssessions
•• Output filtering by IP address or rangeOutput filtering by IP address or range
•• External role or capabilitiesExternal role or capabilities--based authorization based authorization 

using using SAML and Shibboleth or PERMISSAML and Shibboleth or PERMIS



TransportTransport

Web Services does not define a transport Web Services does not define a transport 
layer for SOAP messageslayer for SOAP messages
WSDL defines a transport binding perWSDL defines a transport binding per portport
Common bindings: Common bindings: http/shttp/s, JMS, , JMS, Narada Narada 
Brokering, TCP socketsBrokering, TCP sockets
Intermediaries can be used as: Intermediaries can be used as: 
•• message converters such as CIMA Channel SOAP message converters such as CIMA Channel SOAP 

to RSS or CAPto RSS or CAP
•• transport converters, transport converters, e.g.e.g. httpshttps-->>NaradaBrokeringNaradaBrokering
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Data flow and service orchestrationData flow and service orchestration
CIMA currently provides its own support for data CIMA currently provides its own support for data 
flow with manual compositionflow with manual composition

Consumer applications can be components in a Consumer applications can be components in a 
data flow graphdata flow graph

Data flow + resource allocation = workflowData flow + resource allocation = workflow
•• Composition schemes (e.g. BPEL4WS) can be used to Composition schemes (e.g. BPEL4WS) can be used to 

build workflows and bind these to resourcesbuild workflows and bind these to resources
•• Some useful workflow Some useful workflow testbed testbed tools: tools: KeplerKepler, , Triana Triana (WS(WS--

capable), and capable), and Taverna Taverna (fully WS(fully WS--based)based)
•• Persistent workflows captured as BPEL Persistent workflows captured as BPEL 
•• Portlets (Portlets (portal components) portal components) as user interfaces to workflow as user interfaces to workflow 

graphsgraphs



ApplicationsApplications



XX--ray ray DiffractionDiffraction CrystallographyCrystallography
XX--ray diffraction crystallographyray diffraction crystallography is an important technique for is an important technique for 
determining the 3determining the 3--D structure of both large and small moleculesD structure of both large and small molecules
MajorMajor instrumentation facilities at synchrotron Xinstrumentation facilities at synchrotron X--ray sources in ray sources in 
the US, Canada, EU, Australia and Asiathe US, Canada, EU, Australia and Asia
Remote access improves throughput and data qualityRemote access improves throughput and data quality
Sharing of individual instruments at smaller labs with differingSharing of individual instruments at smaller labs with differing
capabilitiescapabilities

• CIMA used to develop federation of labs
for remote access and facility sharing

• Participating facilities  
– Active: US - APS ChemMatCARS, IU, 
IU biology, Purdue, Uminn, AU -
USydney, James Cook University
– Joining: US - CWRU, UW-Madison, 
AU - UQueensland, UK - Soton
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Environmental sensing Environmental sensing -- LTER LTER 
lake buoyslake buoys

Network of freshwater lake sensing buoys in US, Network of freshwater lake sensing buoys in US, 
EU and AsiaEU and Asia
Buoys collect temperature, current profiles, Buoys collect temperature, current profiles, 
chemistry datachemistry data
Need to acquire data from a number of sites at Need to acquire data from a number of sites at 
different locations around the world with varied different locations around the world with varied 
capabilitiescapabilities
Need flexible, reconfigurable event detection and Need flexible, reconfigurable event detection and 
response in the fieldresponse in the field
Sensor placement (expand or contract network), Sensor placement (expand or contract network), 
maintenance and calibration, data QA/QCmaintenance and calibration, data QA/QC
Implemented as place and play sensor nodes and Implemented as place and play sensor nodes and 
an agent network for event detection, network an agent network for event detection, network 
reconfiguration, QA/QC and sensor calibrationreconfiguration, QA/QC and sensor calibration





Implementation IssuesImplementation Issues
Location (UDDI, MDS4/WSRF, WSLocation (UDDI, MDS4/WSRF, WS--Discovery; WFS?)Discovery; WFS?)

Security (at each node, transport level)Security (at each node, transport level)

Authentication and authorization Authentication and authorization 
•• SAML at low level using VOSAML at low level using VO--level mechanisms for rights level mechanisms for rights 

management (management (e.g.e.g. Shibboleth, PERMIS)Shibboleth, PERMIS)
•• PKI/CA, Kerberos, etc. for authenticationPKI/CA, Kerberos, etc. for authentication
•• Authorization by attribute or capabilitiesAuthorization by attribute or capabilities--based rights mgmt. based rights mgmt. 

system system such assuch as Shibboleth, PERMIS or Shibboleth, PERMIS or XpolaXpola

WorkflowWorkflow
•• Capture acquisitionCapture acquisition--reductionreduction--analysisanalysis--publishingpublishing--archiving archiving 

processes as workflows with instruments at the processes as workflows with instruments at the ““headhead--endend””
•• Initial experiments underway with WS workflow systems, Initial experiments underway with WS workflow systems, 

e.g. e.g. TavernaTaverna (GUI), (GUI), ActiveBPELActiveBPEL (BPEL4WS) and WS(BPEL4WS) and WS--
supporting supporting sysemssysems like like TrianaTriana and and KeplerKepler..

•• Scheduling and authorization are major design issuesScheduling and authorization are major design issues



More Implementation IssuesMore Implementation Issues
Aggregation and transformation of realAggregation and transformation of real--time data time data 
streamsstreams
•• Availability of instrument description and metadata in Availability of instrument description and metadata in 

real time supports data fusion and real time signal real time supports data fusion and real time signal 
processingprocessing

•• Enabled by Parcel header/content separationEnabled by Parcel header/content separation
•• Composite instruments (concatenation and nesting of Composite instruments (concatenation and nesting of 

individual CIMA services)individual CIMA services)

PerformancePerformance
•• Single readings or control commands (via SOAP)Single readings or control commands (via SOAP)
•• StreamingStreaming
•• Remote control (bounded or known latency)Remote control (bounded or known latency)



Related workRelated work
Device capabilitiesDevice capabilities
•• OpenGISOpenGIS Consortium GML, Consortium GML, sensorMLsensorML -- XML schema for sensor XML schema for sensor 

descriptiondescription
•• W3C W3C Composite Capabilities/ Preferences Profile Composite Capabilities/ Preferences Profile -- ontology ontology 

based RDF descriptions of mobile device capabilitiesbased RDF descriptions of mobile device capabilities
•• IEEE 1451.0 IEEE 1451.0 -- layered specification for layered specification for ““universaluniversal”” sensor sensor 

access; .0 is Transducer Electronic Data Sheet (TEDS)access; .0 is Transducer Electronic Data Sheet (TEDS)
•• Monterey Bay Aquarium Research Institute Monterey Bay Aquarium Research Institute -- ““plug and workplug and work””

instrument puckinstrument puck
Device accessDevice access
•• IEEE 1451.1 IEEE 1451.1 -- access to sensors using IPaccess to sensors using IP
•• Sensor Web Enablement community Sensor Web Enablement community -- Some interest in Web Some interest in Web 

Services as protocol for sensor access.Services as protocol for sensor access.
•• NeesGridNeesGrid TelecontrolTelecontrol ProtocolProtocol

IntegrationIntegration
•• ORNL SensorNetORNL SensorNet
•• SDSC/CALIT2 SDSC/CALIT2 RoadNetRoadNet



Thanks! Questions?Thanks! Questions?
((mcmullen@indiana.edumcmullen@indiana.edu))
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CIMA project:CIMA project: www.instrumentwww.instrument--middleware.orgmiddleware.org


	Common Instrument Middleware Architecture (CIMA)
	CIMA Project Goals
	CIMA Components
	Design Considerations
	CIMA Reference Implementation Applications
	Instrument description and metadata
	Instrument description (con’t)
	CIMA Channel Protocol
	Parcel data structure
	Security (SOAP/HTTP)
	Transport
	Data flow and service orchestration
	Applications
	X-ray Diffraction Crystallography
	Environmental sensing - LTER lake buoys
	Implementation Issues
	More Implementation Issues
	Related work
	Thanks! Questions?�(mcmullen@indiana.edu)

